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Recent developments in cognitive psychology amd artificial
. intelligence have résulted in a new kind of mcdel for conceptual
processing, called procedural semsntics. In this report, a framework
“ig laid Eor the applications of the procedural semantics formetism’
to the anaiysis of conceptually-driven procesaing ifi-reading. Accord-
ing to "this theory, two different types of conceptual proce531ng unlLS
{called gchemata) are responsible for conceptually-driven processing
in reading, One type is the form-schema, which accounts for the syntar-
“tic or formal expectatioas which pﬂggle make usze of in text processing {
The other type is the content-schemas which ‘accounts for the nature of
readers' semantic expectations. Models for a small number of- specific
form- and content- schemata are proposed, and certain experimental and |
//observational evidence: is “explained in termg of these models.

: Impllcatlons for effective strategies for adult reading are
derived from the premises of the model. Several.different kinds of
reading strategies are characterized in te*ms of the model. When
readers employ sgngle—gass strategies, .they process the text in a
strictly linear,, left-to-right fashion. This approach makes minimal
use of. the potentiai-*or conceptually-driven processing that could be
achieved through the’ act1vat10n of some high-level schemata. In
exhaustive multi-pass processing, the first pass results in the actlva—'
tion of a number.of form- and content-schemata which can serve as an
aid in subsequent-passes, driving expectations about the form and
meaning of what is about to be read. This technique can often be
wasteful of .resources, since it does not actively direct :processing
toward what is mogt important or least well understood. Extractive
multi-pass processing reflects a more. efficient strategy for reading
an entire text. By using this technique, a reader '"skims' the text in
a sqlecfive way on repeated. passes, building up such d complete under-
standing of the meaning of the text that the final reading of the text
is often a prccess of merely filling in the gaps in understanding
This technﬂﬁue is often effectively used by graduates-of adult reading
improvement classes. . Selective multi-pass strategies characterize the
reading of ‘those who’ know what it is they want to know, and who are
under no constraint to learn all that might be learned ftom a’ text.

In this type of text procecsing, the reader begins:-the task with the
intention of achiriﬁg some specific information. As a result, a
number of specific content-schemata are activated and are used .to guide
the order and the select10n of those portiong of the text to be
processed

gf .

Several potent1a1 appllcatlons are suggested by the con-
sequences of “the theory for: conceptually driven-processing in readlng
presented here.ga These include possible uses for headlngs in texts,.
means for constructing advance organizers for texts, and training

- readers to make more effective use of texts by being sensitive to
their ﬁotiVatihg tasks and by exploiting their capacities for genérating
expectations about the meaning of the texts through c0nceptually driveu
" processing. :
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. : SUMMARY - : :
o ; . Current research on reading is hampered by the lack of

a framework within which to study the effects of a reader's prior
knowledge on his- or her processing of an unfamiliar text. As a
. ' »regﬁlt, most reading research has emphasized ,perceptual rather than
T coaceptual processing during reading. Evidence is cited 4in support
T of the claim that various types of prior. knowledge play important
. roles in understandlng during text precessing. .

- \ -

Receqt developments in cogn1t1ve*psychology and art1f1c1al
1nt9111gence have resulted in a new kind of model for conceptual
processing, called procedural semantics. "In this report, a framework

_ is laid for the application of the procedural semantics formalism
x -~  'to the analysis of conceptually-driven processing in read1ng Accord-
o . ? ing to this theory, two different types of conceptual processing units .
: ~ (called schemata) are responsible feor conceptually-driven’ processlng
- in reading. One type is the form-schema, which accounts for the syntac-
.tic or formal expectations, wh1ch people make use of in text processing.
The othér type is- ‘the gontent- schema whlch accounts for the nature of
'readers' semantic expectations. Models forra/small number of specific
form- and content-schemata are proposed, and/certaln experiméhtal and
observat10na1 evidence is explalned in terms of these models.

«

°

“ o - ) Impllcatlons for effective strgtegies for adult readlng are
- . derived from the premises of the model. everal different kinds of
. readlng strategies are characterized in erms of .thg model. When
- readersemploy single-pass strategies, they process %}e text in a

- T strlctly linear, left-to-right fashion. This approach makes minimal
' ' use of the potent1al for conceptually -driven processlng that could be
ach1eved.through the activation of some high- 1eve1 schemata. In
. exhaustive multi- pass processing, the first pass results in the activa--
. tion- of a numbér of form- and content-schemata which can serve as an
. i aid in sybsequent passes, driving expectations about the form and )
" meaning of what is about to be read. This technique can often be
wasteful of resources, since it dces not actively direct processing
toward what is most important or ldast well. understood. ~Extractive
multi-pass processing-reflects a more efficient strategy for reading
an entire text. By using this technique, a reader "skims'" the text in-
a selective way on repeated passes, buildivg up such a complete under-

. standing of the meaning of the .text that the final reading of the text =~
- is"often_a process of merely filling in the gap¥ in understanding.
This technique is often effectively used by graduates of adult reading - -3

improvement classes. Selective multi-pass strategies characterize the
reading of those who know what it is they waat to know, and who are
.- under no constraint to learn all that might be learned from a text.
In this type of text processing, the. reader begins the task with the
- - intention of acquiring some s ecific information. As a resuli, a
« - number of specific content-schdpata are actiwated and-are used t> guide
the order and the selection of t ose portlons of the text to be
> .. processed‘ '

s o . -3 . S |
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Several potential applications are suggested by the
consequences. of the .theory for, conceptually-driven processing in
reading presented here. These include possible Uses for headings in
texts, means for constructing advance organizers |for texts, and train-
ing readers to make more effective use of texts by being sensitive

to their motivating tasks and by exploiting their capacities for
generating expectations about the meéaning of. the texts through concep-
tualiy-driven processing.
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ON COGNITIVE STRATEGIES FOR
‘ - ' PROCESSING TEXT

) Introduction . ) ‘ o

W.. feel a strong need for some kind of mcdel, or theory, of

learning from text, to counter the current stérile empiricism in this

>

field, by giving direction to research, :nd to deél systematically with-

- " the characteristics of different kinds of information in the text
. iy _

-~
-

itself. g
Text is a linear string of symBols'ocgaqizeq, by. spacing,

into characters, words, sentences, paragraphs, and ‘higher order sub-
] - . .

[ -
*ﬂ%;isions. A small set of characters can form an enormous number of

_words, but only a small set of these is used in any one text. Words

-

gan be combined to form an infinite number of physically different sen-

tences, but there are only‘ a :few commonly used rules for determining sen-
N . o
"-‘ tence structure. Patterns of characters and patterns of words recur

- o

over and over in words and in ‘sentences. But, evéry piece of text is

differenf from every- other® plece, making it difficult tb.specgfy and

to control stimulus parameters.

o . There is litt}e doubt that the familiar patterns of letters
o~ : : .

in words (Aldérm&n & Smith, 1971), and of words in sentences facilitate

teit¥processing‘tasks. ‘Fa;}11ar structure allows prediction of elements

[

in the structure. Letters of familiar.words .can be read out of memory
: ! Iy,

-

after a glénce.at the printed words. Travers (1973) showed that
; ] _ PR

B

"...words,

or\large segments of words, jare habitually pf?bégsed in parallel, while .

random strings are processed as a series of individual letters or small

-

chunks." {p. 109). The familiar structure of sentences permits pre-

-

NI © diction of classes of.words -coming next; nouns, adjectives, verbs,
"‘;v"; ' )
N N ,"lv M
0 connectives, and the like (see Kolers, 1970; Stevens & Rumelhart, 1975;
- . : B . . . . i . . - ‘:
t e .
i ' w/ ! ’ .
-;7/ '*.'j-" T . 1]}-1
) o B . .
LS ) : 4 _ . .

Ty,
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tense endings, plural markers, and the like). Paragrap% structures .

'example; showed that rapdomly rearranging the order of half of the v

from letters, sentences from words, and paragraphs from sentences.

V 9
Weber, 1970). The readability of the poem 'Jabberwocky" is a tribute : ‘

to the facilitative effect of normal sentence structure, cozmunicated

" in this case by the presence of marticular "function words" (such as

prepositions and determiners) and by morphological affixes (such as : .

- N

are much looser, indeed, almost arbitrary in comparision to sentence
Stfuctures, which, in turn, are more flexible than word structures.
Loose though such structures may be, however, readers are .sensitive

to aberrations in paragraph structures. Meyers & Boldrick (1975), for

.
N . -

sentences n a text resulted ina severe deﬁe;ioration of subjects'
abilities to recall the stories later. But, suppose that some sentences

were anomalous -in terms.of meaning; the wrong subjects for the verbs .

and objects—-the locBmot;ive drew a picture of a cow. This introduces - ’

semantic "sérambling" withoq;’topographic disorder. Marslen-Wilson &

Tyleb:(1976) describe tHéfeffécts_of this treatment on recall. Or,

r ) - .. B J . . - . .
suppose one sentence .in the paragraph was not related to the topic of

the paragrapp. B}a?sfopd'& Johnson (1973) demonstréted the effects of
this kind of semantic scrambling on memory for the information in the

paragraph. ; ] : : S . ‘“'l - Y
- . . 5L E o
/ We -are saying there must be some kind of top-down processing s
~<. . : [ kY - - ’ .
. v ~ - .
that is predicting detailed levels from higher. structure, and that
e . . 4

occurs in parallel with the bottom-up Processing that synthesizes words’ .
. Ty * ~

M ' .. .
-

Bottom-up processing has been almost exclus{vely emphasized in. theories . -
- . R4 ‘ —r . . - \ ) : . . .
about reading. : : )
} .

" If the levels of téxﬁ processing tasks~--from processing.

- . ‘ -



. A- ) S y ‘ .|.‘ ) N . - . -, .
- “ . , letters, to processing words, to processing sentences--were combined
e L 1n.ap_p'rop_riate ways with the levels of scrambling text--from letters

-

A 3 o _— . . Do . L . N
R in words to words in ‘sentences. '~ senftences in paragraphs, then it is, *
likely that discontinuit’ ‘n dependent measures that wonld
'.. .- N . " A ' \ X 7 . ... ) . ‘A .
L irfdicate that at least i cocesses were running in paral

[

. Rumelhart (in - presd) has advanced'an'interactive model of

1

reading that describes in some detail mechanisms forginteractive top-dowﬁﬁ‘

N N . . S .
o .o R . - L. -

- " bottom-up processing.-'Noteworthy are examples he cites of how topédown

P

<

processxng can Lnfluence bottom-up processlng, his- parallel proces31ng

mechanisms, and h1s quantification of the 1nteraction between tha two
, . .
sets.of parallel processgs as a_multiplicative relationship between

.. . L . ) . ‘ R . . \‘ ‘ - . . 4
cE . direct evidence and contextual evidence for hypotheses that drive pro-
3 . o A . h . - B o . - . B - R . . )
S0 ! . cessing: N e o
Lo s ey .,

ke - el

The vadues of Vi and Bﬁ)are determined in terms of mlxtures of h1gher .
o \ g TR o
zlevel (parent)J same level (right and left 51sters) ‘and lower- level

LY

’

ﬂxﬁu (daughter) hypotheses prevaillng at any -one time.

i ~

o~ ~AeThe‘folLowing figures from Rumelhart suggeSt some of the

. 4 .
e L - o o1 o, . ‘ . : . 2 [N

features of his model.

- . L . . . . . . . ) . N . 4
[N - . . . . S

,

J .~ The pattern~synthesizer in Figure l'contains-acmessage center
tha

. \

. , , "Keeps a runnlng 11st of - hypotheses about the .

“ﬁ - s 'nature of the input string Each knowledge source

y - constantly scans the message center .for the appearance

- of ‘hypotheses . relevant to its own sphere of knowledge

RN ”u; - --Whenever such a hypothesxs enters the messagée center
S _.'the #gowledgewsource—dn question evaluates the hypo-v

L thes'® in light of its own speclailzed knowledge.

. | Ce S “;. v ‘ . ',7' .
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A two dimensional slice of the message center,
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Aruitoxt provided by Eic:

i presenting the 1eve1 of the hypothesxs (word 1eve1 . L

s . 3
r .. . . . . -

s
As a result of its” analysis the hypoLhesis may He
cOnfirmed -disconfirmed and removed from the message
center, or a new hypothesis can be -added to" the -

essage center.. This process contlnues until some
decision can be reached: At ‘Bhat point ‘the-most .
probable hypothesis is determined to be the .correct -

one. To facilitate the process, the message center o
is highiy structured S0 thaE the knowledg= sources
- know' exactly where to, find reLevant hypotheses and

- g0 that- dependencies amOnn hypotheses are ‘easily.
v .

determined | e ‘

i AR T, . . o LTy
P . g p- G f :

The message center can'be represented ‘as a three-
qdimehsional &pace.;"One dimension representing the

“positign along the /line of text, one dimension- re-.

1etter 1e»e1 phrase level, etc.),’ and ene dimension ' L
representing alternative’ hypotheses at - the '‘same : ( '
level. Associated with each hypothesis is a running

estimate of the ‘probapility’ that/it is the correct ,
hypothesis Moreover hypotheses ‘at each level may -+ . . 1.
have pointers to hypothesés at higher,or lower® levels S
on which they areﬂdependeSB\;‘Thus, for example, the ‘ o
hypothesis: that the first word in a .string is the

_word THE is" supported by the hypothes1s that\the : ,
first -letter of the string is 'T! and supports the S
hypothesis that the string begins with a noun phrase.- ]

Figure 2 illustrates .a two- dlmemsional slice of.the" Q'

message centei at some point during the readirng of the .

phrase THE CAR The figure 111ustrates hypotheses at - :

" five different 1eve1s (feature level, 1etter 1eve1

letter c1uster level, lexical 1eve1,_and syntact}c ' ) =
‘level). The diagram is-only a, two‘dimensionalislice -
inasmuch ag no alternative hyporheses are Lllustrated ¢
~In practice, | of course, many alternative hypotheses )
would be considered and ‘evaluated.in the, ccurse ‘of.:

readi ‘this | phraSe It should be pointed out’ that

‘the tk€e-1ike stritcture should ndt he taken to»mean' o
that the tree was constructed -either from a purely o S
"bott0m—up process (starting w1th the features, then :
:hypothesizingthe letters, thed the letter clusters, . . .
etc.), nor from a pureb y M'top- down ‘analysis (starting.” l

with the. v1eWrthat“we have a_ noun phrase and that D
noun phrases are made up of determiners followed by "

nouns, etc*)i Rather, the hypotheses can be ‘

) .generated at‘any level. -If it is 11ke1y that a lire

begins’ with a noun, phrase, then we postulaté a noun 'Ty o
phrase and look for evidence. g IE we see features e

\ i . ) v'," '



\\_ : '~£,. "’r..- ) - ] - '{:’ )
. ! that suggest a "t" as the first'lette;iwe\7 CE g ." _¢?
)’ o o postulate a "t" in-the first position and Lo
S '~ continde processing. If we later have ‘to
reject eicher or both of these hypotheses * _ o
. 1ittle is lost. The system makes the-best. g; \
guesses nd checks out their impiications. S ’
If these guesses are wrong. 1t will“take a |

bit' longer, but’ the system will eventually L
. find some hypothsses at some level ‘that it . '
B v can accept." (Rumelhart, gLy prnss)
Schemata in Conceptually-DriVen Text—Process ng : :\\,\\\///
) £oh " In his proposal for, an interactive model of lcullug‘ e ot

[ 0

s, :(1n press))makes it clear that there is ordina?ily more than one source"
L :of conceptually—drﬁyéh\processing during reading., One type of source

for top-down ana ysis is the reader's hypothesis about the general kind !

of siruation or #ntext with which the text deals. A different‘type of

* R

'source HT topwdow processing 1is the presence of specipic triggers
/ v

). ) in more local or specific expectations than those of the first type.
Let us illustrate the'difference between these two types of ..~

sources for top-<own processing by borrowing an extehded example of
. " ‘Rumelhart's. If -a subject is first shown a picture of a scene (not, .

IS .. ‘ . /
let us agree for the present, of an activity), and is.then presented

with a tachistoscopic exposure of a brief phrase rha-, according to" the .

A ?

. . | ¢
instructions, describes some. aspect or element of-the.picture, then two

" different types of top-down,processing are probably brought to bear in

R Y

> the_subject's'reading of the phrase. The first type of top—down

.
.

processi&g;is that which has to do with the subJect s expectations

created by ‘the instructions. That is; the Subject understand= that the

alphabetic string to be presented will have something to do with the S
hv.. i

scene previously pregﬁnted’ that nt will be in fact a partial’*

Jl
’ - __‘description of that .scene. - ThlS sort of expectation is very different
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" from many ot" "“ch the subject ¢cou: ave, were e instrdf®ions
’ - 0 .

o B ‘ idifferent. ~ e dnstructions, . ‘xample, The subject- might
' : . ; , e . . . » . .

% .t expect to see a phrasc which was an,bxpl’anation of " some .aspect of the ¢.

L " picture! If this were the case,rthe subject would expect a Tonger- -

.

i . . b . ‘ .
ph‘r\ase than he does in the case of a partial description, and a ‘phrase ‘\
a . “ - N : ’ '.
1 : c .
/AQ specifically relational or causative predication. ' Anqther example
. : - . / | : , , 6

of a .different sort of expectation wluch different instructions cQuld » -

’ e

arouse is that of a predlction related to some. aspect of the p1cture.

In this case, the sub_]ect would presumably expect that the phrase

t . \ . ! :

: _ would contain some actional or chang'e—ﬁv—state pred\icate.
. . ) » : ' N .

‘The second type of top-down or conceptual y—-driven processing - S

J:n the context ot thlS experimental example of Rumelhart s 1s the
' e . ) -
group of expectatipns arouSed by speciflc details in the. presented "
. n LS
0 . scene. Thus, a'picture of a V&lkswagen parked at a gas statloﬂwith a

[ O,

lake and mountalns in‘ the background (see Figure 3) mae,t,be, responsible
.- [y f ‘ . )
for- aﬁrles of exphctations, .such as that the phrase might be "AM . f

’

v'Volkswagen, r "A gas station, or "The moun‘tain, or "Thé' lake, and

° : . : ! i .
. A . ,(

: so on.‘ In fact, of course, this is only ‘a small fraction of the pos—-

o

‘ “sible specific e}gpectatlons 1n such a context g czince many synonyms or

SN - B “ v
T \n- e ~ & "

contextually equivalent expressions are p0331ble, such as { he car, "

‘ "The service station, “3nd so on. T \ . e

- ' S Now, it is all very well to specify"that there are at least

-

these tw@.fferent types of conceptually-driven processing which must’

be a part of the readlng process, but to do this s not at all the . o

»

v - same th1ng as show1n_g how _such cgnceptually—driven rocessing is

. . : : A p PN .
actually accompllshed We thiuk that there is a great need for models

1vta ;.-
- : .

o o of sp‘ecifi\c concegftual/pro_cessing entities which are responsible for

o S o S ¥
. % -




BN . .. ) ) . - .. . . )1_
these top-down eﬁ%ects.‘ In what follows we sketch an approach to o
T : . ’. N , L )
P such a model. : A . .
‘. ) -r‘ ' . ,v‘ (‘{" k4 1‘,' . ) ¢ :

. A . PR : ‘
: , - A nasural framewqu'fofilhe consttuction of a model of C s ' Q
. - . R ) i ] ‘ . - . . ‘ y o cu

: con%eptual entities'whichkhgbe b0th‘structural anﬂ processing=aspects'_ .
. . ) ‘ : »

e is that ot procedural semantics (Minsky, l975 Norman Rumelhart, & .
"LNR, Y§¥5 Winograd 1975) . Much of what follows is.based on a par— . _ ._}ﬁ
sticular procedural'semaﬁtics model::namely thatpotﬂthe LﬁR research‘ ., - ] 2

.

IS ~

: ) ' [N - : - E N
. .Broup. , - ] ) T A

4 . < ‘_ .

L x . R . Lo :
hich might be expected in the paradigm in which a presentation of a = -~ -

e A
Ay N

. * Lo ,. L ’ . . . .
* Above we mentioned two"types of.conceptan}Vhdriven‘processing

[ (AN . " . . ' T . .
. picture is followed by the"tacK stostopic presentation of an alphabetice
o ; . M . L - T . [ .
€ . string. The effects of the two typ: s of progéssing can\be modeled ! ﬂ\\\

within‘a procedural semantics system by,twoddifferent'txpes of schemata“.. o oy

. . o . v <& Co ~

/ . . ‘ , .
which are activated in this experimental context. The first type of B : y
' conceptually—dri'en processing is that. which involves expectat&ons or

predictions about the form oﬁ the string‘which'appears br%efly after

4 . : ~

the q‘cture. his iﬁVolves ai number of fairly explicit predicti;ni . -

about syntax,,and a few expectations ab0ut portions of the semantic and
., i i ‘
lexical content of-the s%ringsr -We propose that the effects of these
“' . | i . . . ' l" W2 . . . . .
kinds of eXpectations be‘modeléﬁ;by a type of schema, which, for want

4

. T of a'begger ame, ‘we will call form—schemata for the present.~'Examples

of form*sch mata, explainéﬂ in greater detafl below, include a bescrip—‘ : bg~

A8 ' » ) "/’
tion-Schema, an Explanation~Schema,cand a Prediction—Schema - .
Pd . -

& - ) AU ',.».f,‘
o The second type of conceptually-driven processing which sh0uld : '
AN
take plac~ in. the paradigm of pic%hre thenfphrase involves expectations
about the r'ontent of the briefly presented alphabﬂtic strings\ This' -

Frocessinz can,be'thbught of as;aﬂnupber of fairly explicit expectations

‘ . 0 -

. - 3 S ‘ . . =10~ R . -
ERIC R




with respect to the semartics and to'the lexical components of an

uvtterance, In only a few cases will this type of processing result,
in syntactic expectations, and those cases will ordinarily involve L

"idiomatic" expressions, which are themselves much like lexical items.
AN haf Within a procedural semantics model,’ the production of these types of »
.’expéctationi can also be modeled by the actions of another type of
! "schema, the content-schema. Examples~of’content—schemata; discuSsed .

Jin detail below, include a’ Service-Station-Schema, @ Volkswagon-Schema,

4 . ' . . Lo

-t a Mountain-Schema, and SO on. : . “

N

In the next two sections, sbme illustrative examples: of form-

and~contentﬂschemata are presented. (a

X\ ‘ A , S S : S
’ . ! ‘ ) . \ e
Form—-Schemata . R Y e e
. . ’ ’ N . . . | . .,' a B . ‘Y.J e . .~ B
. ... In the experimental context which we have been using as the ' * -
o , . 5,
" L basis for organizing this discussion, there are ‘a number of possible ) .
-~ . - x [ ' : .

form-schemata which mighE be activated depending on the naturé of the

‘instructions given to the subject,las well as on other‘factors.1 Fo#
o . & 8 - L e
the sake of the pgﬁsent discussion let us a'ssume that .there are four =
possible types of phrases which subjects coulp be led to expect to see o

. follow‘the picture.' They are deScriptions, explanations predictions,
: T 1

and histories.  In the example given in Rumelhart (in press) the sort

-~ og phrases used are descriptions.

‘ 1Other factors which might be expected to contribute tos the activa- . -
tion of form-sch:taata must -include the. subject's previous experience with -
this experimental paradigm, anéuthe natyre of his or. her perceptions of the
o preceding phrase stimuli in the current experimental block. For example,
. ©° "if the instructions informed subjects that they would be presented with
partial. descrlptions of the picture ‘we would expect the Description—Schema
. " to .become activated, ‘and to affect the subject's drdterpretations of the
%? - first phrase presented 1f, however, the presented strings were in fact
R .. predictions rather than-descriptions, then to the extenf that subjects .
: _ correctly manage to perceive: the.true -nature of .the pre nted«phrases, their,
o o activations of " the Description—Schema should be replaced by* activations of-
. " the Prediction—Schema. . . 2,1 L .

o . . : {:-.' } ‘_ ) R ) 11 . . f = ) . .. / ‘. “
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Possible deScriptions which could follow a presentation of éigure 1

_ include "The car," "A service station," "The car is at the service '

'_station,” ?The lake in front of the mountain," ahd so‘on. What kind of

. explanations might follow a presentation of Figure 1? "The car is stop- »

: ) ped in the road because it ran out of gas," and so forthr- Predictions
which -tould be presented after the subjectlsees the.picture‘in Figure 1

include "The car will leave soon," "The driver will get back in che car,"

aems

*"The lake will dry up,' etc. Histories which could be presented after
. I

b uﬁﬁé picture include phrases such as "The dri&er of the car went'into the

, gas station," "The car just ran out of gas," and "The lake was‘dry'last

o

N summer . "
- L . . \
Let's consider the structure of some of these form-schemata.

We have chosen to represent these schemata.in the format of pRedicaEe
‘.} . " L ‘. N

jcalculus, in ordig that thevﬁredicate-argument‘or procedure—parameter',
'relationships (the scope relati?nshipe,incther words) should~be cleara
hln'order to mahe_the%e:schemata{active ﬁrocedures'in a computer simulation,’
tHey'would‘have to he.integrated with a pre—eniSting data base of lower—

! levelrschemata, such -as thbse‘namedvas subeschemata of these schemata.

4 .

~ It is our intention that the procedures here described could beinte-,

grated 'into ‘one of the MEMOD data bases. (Norman, Rumelhart, & LNR l975),

'

.such as NOUNWORLD or STORYWORLD, o i ;
Cay ) ’ ¢ ,
- B . . First, consider the form of a Description-Schema.
oo \ : o~ b

i

. E?ZThe use of "double curly brackets" 3 in this schéma and in

! those below is intended to connote that only one of the elements enclosed

T in these brackets will appear in .any given instance of .the schema. Thus
meang that either a, or b-or ¢ can-be used to convéy whatever schema this
curly bracket pair occurs in. _All. three are expected to some extent when
the schema they are part of has been activated. But no more. than one
-of them is. possible as an inssantiation of the calling schema.

/

. . !
. e . - [

.12- L L SN

3 | - ,'-‘ . 25

(o}



. &

| © . DESCRIPTION (0BJECT) - ' .
'Ib.: - - ‘ | ) T
. ) 1is when_ . . e

- | 5 ﬂ ,
’ ; NOUNPHRASE (OBJECT) -

EXIST (OBJECT LOCATIVE-PREPOSITION (OBJnCT, uOCATION))

POSSESS (OBJECT QUALITY)
'PART-OF (OBJECT, PKEVIOUS~SCENE) , -
eﬁd.
What is the meaning of the Descr1ption~Schema° It means that'

0

a Description may be conveyed by any of three. syntactic—semantic devices.

ot

The Description-Schema is satisfied" or activated" if any one -of these
three subschemata(are activated Tbe first of these syntactic devices 1is

AR

simply a noun phrase whose referent is an object, (There is, “in addition,ﬁw\
. e

~

a restriction placed on.this oﬁJecth—see the last line of the Description-

: Schema——namely;'that the object be part—of the previous scene shown the

isubJect/reader ) The,NOQNPHﬁASE schema has an internal structure of its

\ i
S -

own, which is‘not discussed here, but vhich,would,'presdnably, include

the full range of syntdctic nossibilities for noun phrases.

o

The second possible syntactic-semantic’ device for conveying a

description, according to the Description-Schema, is a locative sentence,

which predicates a locative'relationship between the object and some
location., The third device is a qualitative sentence (SUch’%s "The'Iake
“ ~ has an island" or "The car is small"). Again, the Descriptlon—Schema

. can be satisfied if the subschemata for either one of these’ devices is

S b' . activated. In any case, the restriction that rhe OBJECT mentloned in

>
a

B \.‘ o these sentences must be part of the just—presented scene still holds. .

Consider nov the structure of another form—schema, the Predic-~

- AT _ SR
0 : "tion-Schema. -




E

. R - _ . - 3
PREDICTION (OBJECT, , [_OBJECTZ, OBJECTq,....] )

1

is when
_ FUTURE (Proposition (OBJECTl,... [OBJECTZ, OBJECT3,...] EEES))

PART-OF (OBJE?&H, PREVIOUS;SCENE) ' '
| ‘/ end. - AR
o When:t“é?frediegien—Schema is activated, the reader expects ;hat/;he
\to be presented will be in tne;future tense. -The FUTURE schema

7

.must, then, provide for the fact that the sentence can use either the

will construction or the be going to construction to convey the future
. R L ‘ o
tense. The Prediction-Schema requires that at least one of the noun
. . \ . . ‘ - - . N -
‘- - phrases of the sentence (or,,ratheg) at least one of the arguments of the

* proposition) must bave for a referent an object from the previously pre-
' sented scene, . .

[, . . .
. B . . .

< . -Thus far Wenhave considered only the*top—ddﬁnvprocessing“~

‘effects of these form-schemata. It should be'nointedrout that these-

"schemata are also opén to the effects’ of bottom-up activation. We have
, .'discnssed the fact thet‘these schemata excite orﬂac;iyatevtheir component

‘sub-schemata when they/themselves are activated (as a result bf; say,

the set proVided'by-theinstrucsédns). It should also be clear, hoﬁeve;,
- ‘that the form~schemata can themselves be activated in a bottom-up, data~

driyen.fashien, when their own subschemgge happen to become activated

independently. For example; if the FUTURE schema were to become activated'.‘
;o as a result of-éyntacticnor lexical processing on a phrase (e.g., the -
: nhrase‘is going to wduld_ordiﬁ<'f1“ rasult in the activation of the

®
- . - o o ?

T~ 3The use of square brackets to enclose some of the param.tors

of a schema indicates that those parameters have optional status. This

. means that only one of the objacts from the scene need be mentiored in
- . the prediction, but that other objects can optionally be included. ,

7

~

2 . . . . : '
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Aruitoxt provided by Eic:

£

a.

FUTURE schema), then this alone would be enough to at 1East partially

activate the Prediction-Schema. Mutﬁal aétivation works both ways (see

.Levin, 1976, for a discussion).

a -

Form-Schemata in a Broader Context, Although it ié undoubtedly

4

: &
an instructive exercise to develop a theory of form-schemata within the

-

restricted experimental context we have been using,-we would do well to
4 - . - , :
remember that real reading does not consist of a sequence of tachistos-

copilly presented flasheéj each one preceded by a context—séttingkpictgre.

’

~ In naturalistic reading. context is not ordinarily established by preceding

pictures. Naturéi texts are ordinérily long sequengés of sentences, with
only occasionalzgraphic supplements in certain types of texts. The differ-.

ences -between ordinary reading and”the sort of reading which subjects do

]

in the experiment we have been discussing have several consequences for

the application of the,schema theory of conceptually-driven processing

_to ordinary reading. One of these consequences has to do with the co~

" herence or_unity which is an impqrtént aspect of any wéll-written

1

lengthy text. Another consequence is related to the fact that the con-.
textual effects which result in the activation of particular content-

schemata must be ascribed not to the presentation of a picture, but

3 -

‘rather to the reader's understanding of the preceding textual material,

Consider first the coherende or uqity of most natural texts.

-

. The formw~schemata which were discussed above (such as.Description and

Prediction) weré designed to account in part for the order of the‘indi;

vidual words of the presented phrases, In real texts, however, there is

: .akgofa‘partially,predictable ordering of.thelphrases_and sentences of

’

the -body of the text. The intended meaning of almost any naturally-

oécuring te: ¢ cevial:..y be grossly violated if, for example,’

»

—15- .

t
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the senfences ¢ © it were to be.put into random order. Rumelhart
(1975) has tr +:i .. ount for-these facts aoout the highar;order_
structure of zex ieveloping«a.special'kind~of.form—scnema ko acconnt
for the episaic acture of narratives which are chardcterized by

) having primar; o=oct  aists. His "schema foristorieS" can be thought of

| as_a?form~schewm guides readers’ expectations aboot the sequence
of'ideas'in a ol text.

Ther pfesuﬁéb1§,be otner types of. high-order form- ‘
schemata for - onceptually—driven processing‘in tpe reading of
textsf rFor ex lgney (1976) has'sugéested that textual materials
be classified . £ the foor folloning types: narrative, enpianation,

» ,representation, ' ascription;- Accepting this c1assification.system,
' ~
o the only t§pe o: x.. for which a high order text—proces31ng schema has
been developed - cratives (Mandler & Johnson, 1977; Rumelhart 1975;
Thorndnke,‘197’ . -e the processing of the other text types is .pro-
bablf of ever gties ' . significance for pedagogicalIapplications,-this
is obviously é&;xr; :d important field for‘future model-building.
Rigney.prOpcg R chese four kinds'of_information‘may.be.found separ-
ately oruint“ ‘ueoad din one text,'that the knoniedge derived from each
. nay contribu: - .anceptually—oriven motor performance, and (nat dif:hj
ferent kinds cr ...tor performance may depend oponioifferent amounts and
: mixtures‘of.this knowledge. At issue here are the effects ofuthese
‘jzoifferent kinds of'infornation on text;processing stratégies;.nTo examine
this issue, it is necessary to cnaracterize. these four.cateéories of
information in fote de\ail = ‘J ' ,. - - _' ﬂ':i
. As {i ;01nted out above, the 1nterest of procedural semanticists 3
corrently is i narratives. The outstanding features of. narrative
-information¢ MERE i .jy—related episodes, characters, and plot .set ti.
Q ‘." o S : | ~ f - —16—3

29



Pl

zin:d of information apart from the other tinree categories. The reader

: ) . . . o .
G »i z narrative can identify with orne or mc: 2 characters anc vicariously
) e »grience their emotions as tempozlly-or:. -od svents cnfzld. Neo=ls
== shimulations of :pe ep?w.dic flew of 1if froom which tiz2 reader -an
. ‘ ' - -
ezl 1" impression of ! wsiiacy and perscr.:l ‘nwol;zment. Narraci-es
iel, are written with ..ncrete nouné‘abOL sorcrete -episodes, with
woa-t+ chnical ‘'vocabularies, and the narrativ ~vles usmally are des igned
£ .3y reading. Reading narrati-e text-is . »ser to the data-limited

P :f-proceésing disc.::3ed by Ncrman and 3x:hrow (1975) thén to re—
srorrr=limited proceséing. That 1is, wprds zTe easily understpod; sen-
tence sgructure is easily followed by most r :=zders, 'Speed_and accuracy
oZ ;tacéssing-are not normélly limited by competition for the reader's
rTooossing resources. The présgncé of protagonists in the narrative;
e . pisédic naspre 6Ff th: text, énd the plot must facilitate.concep-
’ Tma '—drivgn'procegsiné. Tbese. features, combined wi;‘n high 'imagery—
—nelun desétiptigns p;obablf fapilitate retention. These charaétepistics
0: e nnrtétive'alsé make this type 6f information attractive for feséé?ch.
Howeer, n;rrative information is inffequenﬁly encountéred in,tecﬁﬁicél'
.+ =raizing or in the sciences, where explanatory, repreéghtationall and
ssrescriptive information are more common.

We have just characterized the reading of sqme'texté'as data-

,;imi:edApéocessing and the reading of other, more difficult texts as

-

Lvsotrce—limited processing, using the terms introduced by Norman and

i

Bobr-w (1975). To.some it may_seem that we violate the spirit of thgse‘

&

=arm. since Norman and Bobrow apply ‘the 'data-limited' designation

I3

r—~--ily to simple’ 'sensorv' processes, such as hearing a signal in -
" TrsE: .’,.v.ll»fo/;ever, Norman = - 3obrow make r clear that the terms
-
ERIC R
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N L ' °
rescurce-z - t.a~Zimited zre z.ot absolute, . aprly only to prur sses

witkin a - slax riage of resowrce allociziion. Thus, if we ware to
kY \\ P
congider . wTions i.. which people zre simci: ~2ously doing other
. ~.
- rescurce-den. -.umg taisks, such as shadowing of - -ape-recorded message,
’ ~

B

€

as wall as r:«...ng tis text, then we would exoe = 21l types of ¢
processing, dw:ludiln, narrative reading, to apsear resource limitec.

What we are cumcernic sith here, however, is no—mzl reading, iz whi.ch

subjects.arz mor o :2neously trving to carr out other complex —ogni-

. tive tasks. (4r . ut: n in pazsirz that scme .«:ole seex to be canable

of knittic: wmi . : . ».i.ng novels bt nat while reading technical matsrials.)

In normal r:zadimg, . l-practicad z:ult readars czn be said =~ onehzve in.

a data-licdted ffzs: . while prnces . nz most nacrative texts:s, f(There are
R "
exceptions, perthhzrs. ‘or the womk ¢¢ . =rtair -auchors, such z: Jzmes Joyce,.

~but it is =ot wartrai- chat suck texrs :zzn be simrly cldssifi as narratives.)

Performancz., parw .iv’evly if measured -y selfi-ravings of uncixstanding |
or br grasp of baiic tlot structure iz likel:- tc be uniformilr aigh for
: . 4 . ‘»‘\
.+ -suck texts.” M=z -res cf performance similar to those menticmed above \\\
v

for narrativss wor . r=veal much poorer resuits for the same rweadsrs
with more ter- :lca’ -=terials, if, sav, the same amount of rez<ing time

per word were - !“-2¢ to the subjectr..

Expizmarizon, a form of infcrmation SRQOuntered im =221 science,

-

is charactérizzz by .oxicdal items with highl speclalized refz—ents,

often abstract comcerts,. which are related ©v czusality more of ten thzm

w ' ; -

.
.

éBosweii, -he biographer =7 Samuel .~hnson, providés an extreme
example of data-Iimized processing iz readin: He cldims to hawz found
Johnson weeping because he could n: turn to rages of:a book as quickly
as he could r=:d ‘%em. (Boswell:seews to f=c. this was a tribute to S
-Johrson's amaztizg mencal faculties, But it cems possible to us it it
e ."was Intended 'x~ Johmson more &s a coument ¢ 2 dearth of .contemz in - N
" his reading ma=—ter.) ' I

O : , Xia
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bv time o other abstract concepts. Rather ¢ ime-ba=zd flow cf
‘ high imagery .episcies, there is a causally-b: - .- uence of descripticn
« . . 1
. based on abstractions. The vocabularies used o _anat.ums contain
-~ - ~ 7 =~ . -
. technical terms thkat may be unfamiliar to tk= ... ::.'and the expository
. _ style often is forbidding. .
Processing for gomprehenéiOn of lex' ... .rems im explanatory
. . . . . oy -
informztion interacts with procéssing for highe: < mzntic structure.

7 T A o ) | :
o The reader has to work harder .to translaté r-: <. into a paraphrase

-

quivalént.that‘he feels he comprehends. Tmans.: -ir; techmical terms
- - must éngége a different set of schemata thz— reac = a narrative, if
. h . R
the reader decides to try to infer the ‘defi- -~ -z ¢ the term from the
: cohtext, or if .he decides to look in andthe: aurT: for its definition,'
~ : ’ . &
. Either of these activities becomes a major .::ztur= Qf the processing
) strategy.  Some relationships among explanc -+ soncepts .tend to be
‘ " confusing to keep track of and to remember. .T:ivzd opposites are

examples; positive-negative, 0-1, high-low, -xiireuuity carriers and
majority carriers, forward biased-reverse b -i. Varbal explanation

I . .
in which objects or events’are changing state ~rom one -opposite to ,

"another as a consequence of other objects or =vents changing state from

§

one opposite“to_énother often are very-confus.ng con a first reading.

Procéssing.éxplanatbry informéfic; zan Se more ?esource-:
limi;ed than daca—liin;ted. Processing" is mc~ 1%kely to be pushed into
a.degr;;éd;mode, iﬁ FhiCh Ehe,reaser épés no: fully umderstand what he
.is ;eading.- -

. T " Information in the form of.éepreseﬁka:ibm describeg featune§’
_ of objects. Repreéé%tational}ihformafion fends =5 contain a high pro-
C “1 . | ‘po;tﬁzn of g}épﬁicimaferial‘to“shppléme;t tex-. 1Its Semantic-structugéu
.‘l’- - : ' . - o ' e
- S , —19-

T | 32 |
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- comz=pts represented by lexical [ :zms unfamiliar to :he rsader, and thus

~zue.: to pz closely relztesr : : the struc:ure of the c.uj 'ing des-— . )
‘ ' {
<rit.=, so zhat in a pawti. ' .r teshunic: . domain, say . .2z~ lc equip-

mers wnd svstews in ths Nav  raprese~ utZonal ‘informecsic i pe organized
N f v

in o2 of 2 few standard fouimars., <f :r some experien:e it rthese, fbe
reac :T Cz - dévelop schemata ~ thes: struictures thzas -wili ccliczate
subssguent prdbessiné\h§ mar.mial i- —als domain. The: fzwer ot the
cbject thaf is ~he subject - zhe —~eworesaatation usualily - = well -

defined physiczl and fumcticzzil =-zuscure must also facoil oie comcep-
tual iy-driven prccessing. 0 a2ctz cam be classifiec int: fzimilies based
on similar structures, and higsr- .evel schemata carn be 1. arnwd that

allow predictioms based aon.names 3f abjects and their ::- ..t.ocel or

funczional features. Furthercore. many cf the schama - o=z object
)
wouwlZ be highly useful for prccessimg representational = ormation about

another siﬁilar object, at the conceptually—dfiven leve . imaphic
material in représentational informmtion would inflqenca processing
str&tegies; Good pictorial informatibn can quicggy convey mayszzal and
functional s-ructure. Block‘diaérams are preSumakly easily conwverted té
high—level séhemata. Zxamination of 510cﬁhUiag:ams p?sbabiy'should

occur early in-a text——rogessing stragegy.

Like exp%anation, reprizzantation is likely <o imvelve abstra:
P :

tex--processing is likely to be :~“vcad toward the. ressurce- :mized moc:.

Howramar, representation, involvin: as it does descripzion ¢ :oncrete

obje=ts, allows the us= of zonren:-schemata developed: f—om experiencin:

"thosz ok =cts, Which”éhOPId facilizzre conceptually-c-iven - -»twssing,
as, for example, for relating fum:tional to physical st—meotuse of an
_eleczronic device. s 9 ' : i
. s

- =
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Prescriptive inforuztion iz concermazd with procedures, It

cesmr—ihes how to do scn. luidng.  We use a brcac delipition, to incluge

i) - - -, s
zererzl Tules for deinmp o

w

t. g =s well as step-by-step instructidms.
g - 4

%z v 1 comsider gen==z_ ;7.les of =Lis type, onca learned, as sources
o bYs

+¥ = -~lev=l schemata. - czn ¢ irect beha ior in certaim circumsténces;
Wz zamTt toals viewpoImi tta,time;being, .. least, alt‘ough we recog-
rize Tmat Scanduga (197" ==kes a different .2 of "rules" in his thecry
. ' ' : | ' .
7f ziTmictured learning. -
The struqture 7 ~rreszcriptive Il zTmation is'heévily time-bas=". B

+

Humem performance is comp  :d of strings .. relatively simple acticns

crgzized by goal structu .5 (Rigney ani Trwne. 19995 Rigney, Towne,
Ring =i Langston, 1972). Texgual :inforr -tiwm of this type may

deser=be goal scTuctures. =T it may descri: niysical actions, or it may

-

6
se 2 mixture. <—t, too, is >ften suw:pl’emente:ﬂ~ by plctures and dlagrams,

. ' L/
and Iz may coantain, as T statistical algoflthms, worked out examples.

. ,

It is oftem the caxze “naz, Zn foll cw1ng pPr scrlptlons, it is difflcult

‘L‘

to teil whem an intermeciate goal has'been\at:atnﬁd, or if some error

. . ‘
kas p-eventad its atwaimment. Mar ‘machine irterZaces upon which serjal

)

tasks are performed ::rwn do noz prmvide thi:z ioad of detailed feedback.

For e:zmple, w:

~ut .r-mss—checks, mn error ixm a long statistical compu-

Zriom may mot ‘e litentiad Zmmedizzzly.
. - .
Preserept-ue information often. assumes that the reader already . ..~

, -

that he can use *c complete the présgriptionf’ QV:>
. . <.

TG SERS WOT LA

Thes wmssumpcion zsuail applies to details -- procedures. Brown (1976)

m=s Tuinted 0ut exampizs of implied procec.:res in prescriptions used

g

to tz.ich jmathematics.

[ad!

The goal ='rwv tures for rrescrip '"-ns can be causally as well

34 o S
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zs sequemtially relatez. I 'z goal'is to operat: 3 device, say a |

—adar repeacer, the power mms. e turned on and othur ccnIrols must be
. . . £, -
set to put che repeater in e ' "rect mode. If ths tcp-zoal is :;ar‘\‘\~

- 3
’

-ompute the standard ceov lat irn “rmm a set of observatioms, cs=rtain inter-
? . -

T ’
medizte rosults must b comuutss _irst. Different patzz=rms eof) sequence

telaxlonsnlps within goal st—:zuzres were describad im Rignev et. al., | .

/ -
kS l
{197.2) for serial tasks tc 5+ cerformed on mam/machine interfaces. . a ‘,’fﬁ.
. RS
» = ==

Simi lar patterns no doubc exist in other gecal structures in prescripticas.
Hoth the seqguential ‘and rthe cawsa: structures of presc—iptiors should aid
. rY o~ -

L.

conceptua;ly—driven pro.essiz.: of prescriprive tex:t. Procecural.schemara
from prior =xver1ence wizh o—ser pre;crlmtlons of 2 similar kind would - .

;Q ke udkd. Resourceflt:i:ations for processing prescriztive text could

’ '!’\ _ .
relate to lack of unde-standing of technical tenmunolog} ﬂf}Irom gaps .
- in the imstructions, .=., ifmplicit prncedurem The rezaer rlghg not .

! : jetect thiese gaps uzms .l F2 tried to use the it§tructiums to co Sometmimg;

jince prescripticns c:mld wary from lists of‘genenaf rul=s <o expli it

itep-br-step ingffugt’:fs, srocessing them could be éitha: primarily
': —zsource-limited or pr. nmarily darz—limited. ~
) Iz summary, 2 have att.apted to dlstln zu_sh am: g four t oes )
zzxoael  dinformmtis g nart3t£v:, exp%anation, régresentz:tion, and
-regoripmzion, on the hiisls of fsa:t :rés thac would i==7:enc conceptually- ‘

‘~iven processing. These different kinds of ipformaticm contain dif-

‘grent featu.-es that imposi processing loads st < ifferent structural
tevels of ti. tewi and rhat dr lve processing either Lowerd Lelry dota-
l.=ited or heing suspurce-_zzites. Frocessing simmiz narvatives would

cend =¢ se ista-lim-ted. ' ThrT is, all levels of the text are easilr

s

~

anderstood, =7 processing can proceed at top speec to fill in sInis of

"Q - -22-
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. 4 _ \\j
“ them up outside the t=xc.takes time f-om processing the tex:t. 1f the .

book length, without ever being intewrupted with presériptions or explana- f ‘

existing schémetic structures. The other three kinds of iniormatio?
may contain technical terms at the lexiical lewvel whc=2 meaning is

ynknown to the readesr. Leazrning the meanimg of. these terms by looking

-

meaning cannct be found, comprehension of the text will be degraded. .

The other three categories of text also often are incomplete representa-
: . Y ) ’
AN : .

tions, exzplamaticms, or prescriptioms, because the anthor assumed the

ggade?kcould complete them by inferemze or alrezdr possessed the know-

.
-

N ’ . E
ledge or proceduxes the/aﬁfhgf left cut. If these resources are not

possessed by the gfader, text-processing will bde resource-limited.
Strategies are likely to be different for data-limited than for resourée-.

limited processing. The latter is iZkely to be more heavily data-driven, "~

-
to be slower, amd to be cperating more often in a degraded mode. ' K
a ‘ ‘ ¥ : . . )
W\etually, . 1s probzbly moz thu case that matural texts can,

\ : ] .
in general. be classif ‘wd simply as ac example o7 cme or another of the
) ' . N

above four text twpes. Most -natural texts of mcm= T~an a couple of pages

, . : , o
probably consist of a sequence o mixture of thess taxt types. For
example, am electronic: trouble—s&:ntimgumanua prre il be. expected to

’

include explanations cof the functions of certain circuits, representations

of the layout of the circuits,‘prescriptions for actual trougléshootapg

(e.g., "A.wave divcomnect the power while removimg tie case of this
g 8

kI

instrument’. "), and possibly even narratives (¢.g., "nce there was a young:

repairmar aarad Frank. whe ~hought Le would save time by not disconnecting

the power befure removing the czse of the XG6-34..."". Of c0ursé,-it iz

- Ky

not always true that natural texts ave a mixture ¢ these text types. . -
a e

Narrative texts, im particular, may 5ometimgs be wverv extensive, even of

tions. Nonetheless, pedagogical materials in particular are probably ’ L



e - ) . :

. cheracterized by mixtures of thevfoeftextiypes. Schemata for .the : B
. E i P . -

- ¢

- taree text types which hawe not yet been modeled need to be developed. ‘

: Gzntent-Sc 2mata

d

. hithln the slmple and not—wbolly—natural context of the
. . . . - RS Ca .
- L . ! M
‘e ) % achistosc:sic experiment we have/been using to discuss conceptually— (ﬂ

J . : : . S5

‘driven schemata, content schemata are fairly straightforward.- Content—:

schemata czn vary in tomplexity, just as-form—schemaea can. The simplest‘

-

. 3 sort of ccntent—séhemataéfre those wﬁieh are closely bound to‘singIe‘ ’ 2 .
* - ’ ’ ) \ - ) - ‘\."\,.w
‘lexical items (nords). In the‘expefimencal”paradigm, these: are the -
- ¢ .
concept sciemata which are responslble for the Subject S requnitlon
: thzt one csject in a picture is a car, another is a lake, ’and so on. .~ =S
G Once these eoncepts have been activated (the idea of a car or ‘the idea ’
of a lake), then the names for these con;epts, "car?’oq-"lake," are ‘
“al so actiVated,_and are thus,lto"some extent, expected in the subse- ,\ - 5. ' ‘
o QuEnt tachistoscopically J;esented phrase. @
. We will present as - examples of the” class of lexical 1eve1
" comzent-schemata two ikstances, one for the concept lake and one for the
2 - comcept Volkswagen. Consider firstﬂf%e sehemat§¢for Volkswagens.
L ) - - | ) : . ) N .
VOLKSWAGEN  (x) S : .
o ;;,._.l,.._;mv__ - . | A
iswhen . - :
TA ( dbdlkswagen") '
e
: CLASS'(x, CAR) . -
CLASS (x, VEHICLE) - X
. ) . v - - . . " 1@ ) ..::. \; ] ’:':
CLASS (x, OBJECT) ) IR _ . "o
- SHAPE (X, ....) . ' L
’ . ' Here the visual properties of o
SIZE (x,'. -.--) .. . ".‘. . o ) ~ . ,
: . N Volkswagens are specified > ' S ;‘
SR CQLOR (x, variable) : - . o . . S .
S - . . P - = ’ AT
. ) o ) : S : T . !
Q ' o =24- - to t v




R

‘, - : Y
DRIVE (PERSON, x) - ) -
' S sHere .the functional properties .
SOMETIMES (NEED (x, GAS)) : 1
) ) ' . of Volkswagen are specified -
~'~—4€t€- < . ’ —\;
end. B . : . )

Presumably, it "is the visual_pfbperties of Vclkswagens, as specifi

. : . - L. . } . i

‘subjects' Volkswagen-schemata, ‘which enable subjects to recognize

approgriatg portion of the Figure as'a Volkswagen. (It fis not our : \
o : o C oo R ;

concern here to specify how’this is accomplished; see Winston, 1975 for L/

some recent work on & frames or schemata approach to viSual recognition
} : ; .

‘problems.) Once these visual information subschemata have been activated,
. ( . [ “ : . ~ Y B
as a result of visual processing of the picture, they cause the schema

for Volkswagens to become activated. This attivation'tesults'in certain
I - ‘ .

- ——

expectations with respect to some of the lexical items in the subsequently

presented phrase. The only direct lex1cal actlvatlon as a result of the

Volkswagen-Schema is "Volkswagen.'" (Perhaps we should have also 1ncluded '

o v 4

in the schema the alternate name "Bug.") In fact, however, the activa-

tion of the Volkswagenjschema not only causes the word "Volkswagen' to

- - -

be expected but also, indirectly,. other lexical items. It does this by

~ causing activation of other 1exica1 level content schemata which, of .

s L .

‘ éourse also have their own names.’ For example, the schema YOLKSWAGEN

}

activates the schema CAR which has the.name "car." Therefore, '"car" is

anotherﬁexpected word in the phrase which the subject will sedé after

the presentation of the picture. o .-
- @

.

In some of the example sentences and phrases mentioned earlier,
~— N 4 . : : ‘ -
reference was.sometimes made to objects~which were not pictured in the -

figure shown to the subjects. For eyample, "the driver"-can be ‘referred

b 0
‘to in a post-picture phrase. It is possible that SUch references are .
e 38 ' . _. )

25— e



more difficult for subjects to pérceive in a tachiétoscopically pre-
sented phrase thapy references to-objects which were seen. However, it
seems likely that they are easier to perceive than are references to

: S e f
irrelevant objects, stch as "the popcorn.'" One possible answer to how

. R _
. . > N, - . . .
this mechanism of relevance is achieved is to be found in the content-

schemata. ~ Because the Volkswagen-Schema includes a subschema which has

/
. oc C
a PERSON who DRIVES the_car,”there is some ‘expectation for a reference

-;o this‘peéson, although Fhis may be oﬁl? weakly activéfeda

| It should bé;éemembered tﬁétthe;mture of the "expectations"
wé have Baeﬁ discussing for these ﬁarticular iexical itgmé is necessarily
sqmewhat weak. There are a large number of pgssibie lexical items,

e
.baéed on the schemata activated by the depictiofis of objects in the pic-
R : s, ,
ture presented-to the subjegts;‘so ;ot a great dea; of activation can
be alloted to any one lexica;~"hybothesi$."
A_ﬂﬁnothéf actiQated lexical-level content-schema is the Lake-
Schema, which is responsible for ;he subject'slexpectagibn that the word

"]ake" may appear in the,tachistoscopiéally presented phrase. Here 1is

the schema. - - 3

" o . , t | : } \“N“j\

/\T:> is when - ‘ ‘ : . ~;>
.NAMﬁ (x, "lake"j :
CLASS (x, BODY—OF—WATER{

CLASS (x, LANDSCAPE-FEATURE)

.

: ' CLASS (x, CBJECT)

re”

,SHAPEa(x, irregular'& variable)

' COLOR (x, BLUE, GREEN, GRAY) .

~

.39

. L -26-,

 SIZE (x, large & variable) , - . -



POSSIBLE (EXIST (ISLAND, in x))

etc. o o
POSSIBLE (SAIL (BOAT, on )
POSSIBLE (DRY-UP ()

.
27 2.

T

ang. ) ? . .

Con:ent-scmemata can, of course, be activated by other means

. ‘ . - . . . :
than the perczptiom of possible referents of these schemata in a picture.

In normal r§au_ng of a sentence like "John asked his mother if he could

.

rd
sail the boat, " the_LexicaI;level content-schema SAIL will ordinarily

begin to be activated'slightly before the schema BOAT (simply because

reading is normally a .left—to-right process). To some extent, the prior'

activation of SAIL,will facilitate the activation of BOAT, because the
' schema BOAT is a possible component of the- schema SAIL. 'gf the sentence .

were "John asked his mother to pass the gravy boat,“ the lexical-level

»

‘content—schema GRAVY would not activate the schema BOAT, although it

would presumablj acti%ate the schema for GRAVY~ DISH which would,.in turn,
result in an expectatlon for the lexical item "boat,"
' | I . e

for a gravy container. Anderson & Ortoqz\(l975) and Anderson, Pichert,

‘a possible name -

Goetz, Schallert, Stevens - & Trollip (1976) have demonstrated that .contexts
- have the prouperty of'selecting‘specific interpretations for the lexical
items that appear in them. ThEy show further that it is these interpre—

‘tations (or instantiations of the relevant schemata) which seem éorhe

remembered, rather than the\lexical items themselves.
e More Comprehensive Content-Schemata. People reading texts .

]
undoubtedly have other more complex or more integratlve, content- schemata

b ~at dork when they -are reading texts. Text understanding consists of

-27~
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more than stringing together lexical-level concepts. Some simple

examples of supra-iexica] schemata are included in the above schema

for the doncept'lakeﬂ For example, the "POSSIBLE (SAIL (BOAT, on x))"

subschema.conveys the notion that boats can sail on lakes. - There must
be a large number of simple schemata liké‘this,,whiéh_féflect'people‘s
, . , - _ ,

" knowledge about possible relationships between objects in the world.

Such schemata can be activaﬁed in reading in a number of different ways.

Ihé perception of a iexical item éuch.as "boat" or "lake" whose concept-
échema participates in Sth.a rqlatiopal schema (ljike "POSSIBLE (SéIL: >
“(BOAT;JonRLAKé))ﬁj reéplts in-the“aétivatibp‘bf'the relationallsqhema;v |
to ééme exténﬁ;hl' . '

’Man§.mdre abétréct content~schemata gre ﬁossisle. .Eor-exaﬁple
a;psfchofgéist who is familiar_wifh thg'Sper%ing.Paradigﬁ of short—;érm
memory exﬁéri@enté,wiil exﬁe;ieﬂce an'qctiVétion;of his or her Sperling--

Para@igm-Article-Séhema when reading a report of .such an experiment. .

! .
At the level of greatest abstractness, the distinctions'between form
-and content-schemata become less absolhte. The Sperling-Paradigm-Article-
.Schema just mentioned surely has form characteristics as well as content -
PR ' o, ‘ _ o

.characteristics ° (e.g., the activg@ion of such a schema should mean P

;expéctatiOns fof.élcertain-fofﬁat 4-'Introduction,éecti§n5 foll%wed Ly_.;
‘Methodology,éfqllowéd by'Results, etc.). Ihelgxtfgmely abstfactl bompré_
ﬁ;hsivelséﬁémata éroposed for.narrafives.(Rumelhérﬂ,fl975;.Tﬁorndyke, |
1970;‘Maﬁ61éf & Jéhns;n, 19;7) havé co;tené aspeéts;és well as fofm.v
" Figure 4 gives some -examples of.difgéfeﬁt/;&peé of schemata.

varying along two dimensions: ,abstractnesS‘énd the content-form dimension.

o .: '4 - ‘ - 4:2
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Experimental Evidence for the Effects of Content-Schemata in Reading .

1

‘What kind of experimental or observational evidence can be

‘cited in support for the kind of content-schemata we have just suggested?

One type of experimental evidence, which4Supports the existencefofvthe

sort of context effebbs'predicted by the lexicalQlevel content#schemata;

L)

is provided by Swinney and Hakes (1976) Earlier research (Foss, 1970 )
Foss and Jenkins, 1973) showed .that the presence of a lexical ambiguity

in a neutral sentence resulted in a momentary increase in processing

complexity, as measured by reaction t1me in-a phoneme monitoring task

Sw1nney and Hakcq showed that "at least some types ofqprior disambiguating

\ -~

contexts: can elim1nate the processing load effect typically obtained

;‘following an ambiguity (p. 688); Because one mean1ng for a poten-

_’tially ambigu0us word was act1vated by the ccutextl apparently only that Ty

meaning of the word was activated when it was read. vThis seems to Support

~ the cla1m inherent in the,model for lexical—level content—schemata that

s

- access to a concept for a lexical 1tem reSults in access to concepts for

related words:

‘There-is also evidence for effects, due to content-schemata
with larger scope than lexical-level schemata.. One of the most'compellirg
demonstration experiments" that comes to mind -is a group of reading

- experiments done by Bransford and Johnson (1973) and some of their co-

!
‘ .

workers. 1In one eXperiment, for example, ail subjects were required to

read a brief passage (ab0ut 100 words\» Half of the SubJects‘were given

'the passage with one: title, half saw it with a, different title. The

-Q

ffirst title.was,”A Space Trip to an Inhabited.Planet. 'Thelsecond was

"Watching a Peace March from the 40th Floor.' This was gﬁé text which

o

followed ‘the title: . - . ' 43 ,

A
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"The view was breathtaking. From the window one . .
o _ . could see the crowd below. Everything looked ,
: ' extremely small from such a'distance, but the color- .
& . ful costumes could still be seen. -Everyone seemed
& - to be moving in one direction in an orderly fashion
. and there seemed to be little children as well as
o adults. The landing was gentle, and luckily the
’ ~ atmosphere was such that no special suits had to
be worn.- At first there was a great deal of
”activity. Later, when the speeches started, the
crowd quieted down. The man with the television
camera took many‘“shots of the setting and the crowd.
Everyone ‘was very friendly and seemed to be glad
when the music started.'" (Bransfor? & Johnson, |
1973,p412) S R oo e

\ - ’ il

As can be seen, the text makes quite good sense when understqdé from

5

the<yiewpointlof either.title; ‘ But:what does it medn to "make good

'sense £rom the viewpoint of either title"? What does.this mean in -
. C

o e . o

terms *F the. proces51ng the rPader is doing as he. reads the text” From.

the pc»nf\pf view prov1ded by the theory of content~ schemata the title

has the effects of activating d1fferent content—schemata,“one having’

) . . A . . . . L . 'J,
to dc with peace marches the other with space%hips or science-fiction.

. .These'schemAca'are mid—level.content schemata; .They'haye much larger.’
. scope than sim;le lexicalflevel schemata, hot they do- not havevthe deﬁiﬁ,

| and complexity (or.many‘ofdthe ggrm_characteristics)'that largerischematai

soch as an-eoisode;schema might'haVe.' ..' o | ;_ o .'; T

According to our theory, when one of these schemata is acti-

r

vated it guides process1ng of the text., Many of the sentences in. the ;

text are evidently amb1guous. Yet the feeling one has in reading the

text, after first‘haying read one of the titles, is not one of ambiguity-.
, - : , , S , ;

at all. Because one has formed auconceptual Yset"-which‘goides processing,,,

I

3
1

' 5In fact the 5th stntence,v"the landing was gentle and luckily

G the atmosphere was such that fho special suits had to be worn,'" does not-
‘make very good sense fromthe viewpoint of a peach march.. This sentence s
‘significance in’ the experiment is discussed- below. '

_31_
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Q
leach of the conc 1. introduced by the sentences already has a "slot"
to fit into in a =- . xisting mental structure, the activated Peace-March- -

Schema. or Spacesh: ;- chéma.

. What cou.d be the format of such mid-level content-schemata

in the schema framework we have been using? Here are possible structures

‘for a Peace-March-Schema and a'SpaceshipfSchema.6

e _ PEACE-MARCH J
e o is when
LARGE (GATHERING (PEOPLE))
. ORDERLT (MOVE (GATHERING (PEOPLE)  down STREETS))

", INTEND (PEOPLE, DEMONSTRATE (PEOELE EAVOR (PEOPLE' , C
PEACE) .. ta POLITICIANS)) ; | T,

 POSSIBIE (SING (EEOPLE)y- o

roészzez.(spEAk (LEADER, to FEOPLE))

POSSITLE (NEWS-COVER (MEDIA, ;))7

‘en:
.- SPACESH  IANDING -

\ o | ) o . 1s
i ' LAND (- ' S£SHIPS, on ALIEN-PLANET)
- '_f T R ) (EYIST (ALTEN- CREATURES, on ALJEN- PLANET))-
| bc;srs:z (SIMILAR (ALIEN- CREATURES HUMANS))

R POSSIBLE . (BREATHABLE (ALIEN ATMOSPHERE)) . 5 .

¢

‘ : 6It shoul& be remembered that. schemata such as those followxng
" ave designed ‘to convey not the. authars' concepts for th paltlcular ideas,
»fnut rather the -concepts -of some mythlcal "'average man.’ here have been
previous attempts to describe some important mid-level corttent schemata
by psychologists. Heider's (1958) attempt to formulate a "‘naive psycho-
logy” 1s~one example of this. The- presggt work, however, has the benefit
«~ of a more explxcxt model framework (nam y,_procedural_semanths) than
’ ‘dld Heider' 5. ' o - . '

.

7
: ‘The symbol iis used to refer ‘to the actlvatlon of the. ca111ng
‘dchema itself, in this case, the activated Peacﬁ—March Schema

L ' ‘ - 32-
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'POSSIBLE (FRIENDLY (ALIEN—CREATURES,_ to .l.lUMANS))k

l end. " - -.

'What eyidence'is there that the two different titles resulted
in different processing of the text aside from the introspective reports
of readers that they have: different menta1 experiences when reading the '

same text with different titles’ Recall t--= sentence mentioned in Foot-

_note 5, "The landing was geutle and luckll\ ste atmosphere was such“that

no special Suits had to be worn." The‘concaf;: introduced by chis sen-

tence do not seem toifit naturally into a Paac:—ﬂarch-Schema although

[ N
l

" b [ - T
they work well in a Spaceship—Land1ng—Scbama. %r o post-treatment test

of memory for the’ text passage, those subge:_s wizo Tead the'passage

under th peace-march" title had signifim;.tly wzmrer.memory for this
sentemce than did those subjects who read the pam=zme under "the 'space-

&
ship"\\/itle-8 In other work (Barclay, 1973; Bransrmrd Barclay & Franks,

-~

1972; Bransford & FranKs, 1971 Johnson, Bransford, HNyberg, & Cleary,‘

'1972)’Bransford.and his associatesademonstwated that memory and depth

'of understanding are closely related. We may consider it likely that"

subjects who read the passage under thev',arade" title "did not have as’

’

complete an understanding,of the anomalou_ sentence and its significance
7N

in the framework of .the narrative as did the subjects in the other gr0up.

Frmntheviewpoint of our theory of reading, the reason for thlS difference

. -

.+ is, that the activations of: the Peace—March Schema did not make any ‘con=" 1.

°

ceptually—driven processing contribution to the understanding of this
. . f

i

8"After hearing the passage, Ss were, asked to recall it. Most

‘ sentences were recalled well except for:thecone about “"the landing.'

There was' ektremely 'low recall for this ‘sentence, -and Ss noted. that. there
was one sentence- (1. e.,’about a landing) that they could not understand.

' Even when presented with a "cue outline"-(e.g., Luckily the landing

and the atmosphere .)s Ss exhibited very low ability to"

remember what the sentence was ab0ut._ ——Bransford & McCarrell 1974

p 207 N ' oL
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‘-particular?sentence during reading. For thase subjects who experienced
" an activation of the Spaceship—Landing Schema however,- there was an

important conceptually—driven contributlon to the understanding of this

N -

e : ) . . N . N ‘
- sentence. : ) ' -

. - . '

t

Schallert s (1976) work can be viewed 23 a repllcation of the
underlying findings .of Bransford & Johnson (1973) with more nearly‘
precise control.oi the structure of the texts. Subjects read p&;agraphs
which were specitically constructed to?be.ambiguous, each having two
.coherent and distinct semantic readings; The two titles prepared for

g - o . .
each text detetmined which reading was appropriate. The :esults'showed
that when subjects proc= .sed a tex= Ior meaning, the nart:e of their
menories for the text were parria__ determined by the p“eceding title.

" What p0551bl signifi:ancz for applicatlon to adult reading
strategies do the results of Bransiird and Johnson 5 experiment have,

when viewed from the.perspective of ocur theory? They suggest‘that
» LT . c - :

maximum understanding, memory. and efficiency in processing'obtain

- when ‘readers have experienced prior activation,of the. appropriate

‘mid-level content-schema. One prosaic application of this suggestion’

is that texts should be written with appropriate headings, that is,

those which will cause‘the activation of schemata'which-have slots for .

«

the major concepts presented in the portion of. text follow1ng that
,heading. Another oossible application w0uld be to train adult readersur
to make more effective use of headings. -For example lif a reauer.
thought briefly about each heading before actually reading a text, he
“mlght beg1n the reading task w1th a very good idea of the neaning of

theatext, due o the activation of a number of content—schemata of

varying scopes. -This seems ‘to be an 1mportant aspect of a number of

* v
N B : .

v - ’ ' . ,_34_ :‘ . ~ . .l 1
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reading improvement'courses, such as the Evelyn Wood Reading Dynamics:,

program. This kind of applicution is discussed‘in detail below:

Still another way in which readers :an be brought to experience the

_ activations of facilitative content-schemata is for them to read some

. 4
simple, short, prepared summarr of the text first. Educational -psycho~
, L

logists have explored k= ude of such summaries =ad related preparatory

. . . . "
mz:erials, whic> they call "advance organizers." For recent'reviews of

This litera.xre, gee Faw & Waller (l976) and Hartiey & Davies (1976) .

Iz has beer. noted uat >ne of the greatest ‘problemec, with this area of

¢

viacational resear” . 1s the lack of a cohesive tbeoretical'framework

for characteriziny v comparingsparticular advance organizers. It may

be that the theory - “or content—schemata we have described when coupled’

with a framework fo. producing summaries such as that proposed in Rumel— .

’

ha- t (1975), could rrovide such a framework for analyzing advance.

orzanizers,

Application to Adult ReadingﬁStrategies

'

Rumelhart does not deal with our major interest here,.intentional

ccntrol over the reading processor. He has described an automatic, pro-
¢ //

Y

babillstic processor. It seems clear to us that, superimposed on this,

there must be a control structure, an executive level that can assign" R

(B

'different kinds of processing tasks to -the reading proce§sor. Most text

>

'contains a. variety of different kinds of information, it is a kind of

i:.formation *ruit cake. The resources oﬁ.the reading processQr can be

"denloyed to satisfy a variety of different kinds of goals associated

with surface structure and.deep Structure, and to satlsfy one goal there

may be more than ore processing strategy.‘ For exmmple,zif we are read-
ing for meaning, we zan continue to -pick up. information on successive
48 |
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PAruntext providea oy eric [

“not require -long-term retenz-on (e.g., looking up a telephdne'number).

Pass Strateg‘iesa s _ Ly

.

“

passes (many experimemtal studies of reading allow only on<, pass), MR

We can set our reading processor for different subgodls on each pass, '

or for a maximum comurehension on each pass. We can skip around, not
following the seriai ropography, or we can follow it. We can review

. - S
our retention of wha: we just read, or nct, betwe:zn passes. ~We can

reghlate the émount of processing capacity we exy :nd, from low-concen-

. oyt Vad .
tration skimming to high-concentration reading. wWe can read with the
-, ! . .

- intention to remember, or with some short-term gcal in wind that does

. . . . . ) P

: o _ S . *
The common denomimator of all text processing strategles seems to be .
limited. input capacity. It is not ar accident that the information
. . - ra ) Py 3

~

in texts 1s' packed }n‘serial strings.

SuppOsingéthat the theories odtlined‘above of fer a'reasbnaBle

oy N , }
way for us to tr)y to understand”some of the effects of. conceptually— ‘

driven ptoce551ng ip reading. Do thLy have any\‘pplicability to adult .’

reading strategies? We think :hat they do, and that to some extent,

they hkelp to expléln tht~effect1veness of the commerc1al readlng

effectlveﬂess courses approach dlscussed below under Extractlve—Multi—

.- -

Y
’

f

Text-Processing Strategies h ' ot
N, T . , ’ . ) B

We will gtOupIthese as single-pass strategies and milti~pass
. R .

atrategie%.J In what fotlows, we attempt to. delineate basic erategles

for undetstandlng text. That,i%, we ‘assume that the,reader has- the ) ' e

task of understanding all or a selected part of a text passage. We will

ieave_fer subsequent"eonéideratipnAthe"influences’of other.oriehting

taska;'netiag in pa;sing that the literaturelcontains many e#amplesbof

tae et eeta of diftéreat-otienting>tasks on wojd, sentence, and_text ' S ‘

processing. an of the most stfiking is the-demonstration by Aaroason
i . L _ : )
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‘ﬁand‘Scarborough (1976).that\subjecta who were told they would hdve to --&

-

recall sentences word-for-word usad different word-by-word .reading-

B times und ‘patterns than subjects instructed simply. to ‘comprehend the e

sentences. During reading, recall subjects spenf an average of 181 msec

more per word than comprehension subjects, and . their phrase structure

processing patterns-weresmarkedly different. We also recognize that text
in textbooks often is supplemented by review questions. exercises, or-
problems; and that the reader can choose to-use or be taught to use .

' rehearsal, or mental imagery, or other learning strategies. For a

. : . N .o

~ .preliminary discussion of these issues, see Rigney (1976).
, X e -

Single-Pass Strategies. It might be possible for a reader to

7.'“”Sfartuat‘the.beginning of a-text, with the ffrst word, and-réad'it word-
by-word straight tbrough to the end, without looki=mz ahead or looklng
'back. The reader would attempt tc comprehend the text on one tr1p
through.. However, eye-movement studies indicate tmui strict;-word—byf .
< o 'word processing seldom dccurs. Reawders may look back.at.parts of sen- ~

tences, or look ahead, or cross sentence and paragrach boundaries in.the
‘search for meaning. For experimental.purposes, it m=v be necessary, to
| . - 0 -~
.. B L oot - . > M N ! )
. force an appgg&;gation of strict sinmgle-pass processing. A necessary —

Al

‘condition is segmented presentation.of the text word-by-word, sentence—]

by-sentence, or frame-by—frame, to prevent non—sequentlal visugl

g ivscanning strategies. Auditory presentation often is used, although thls
adds the requirement for phonem1c prccessing, and drops the requlrement

<

‘for graphemic proces31ng . Strict single-pass processing can- be. forced

as in Thorndyke s study, by paced presentation, e. g., opke line at a time

.

v_for 5 seconds. Even here, it seems likely that studerts might scan ,'*'

back and forth on the line during the 5 seconds. Le@s strict single—pass

. . . (.‘ [
. | .
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strategies are allowed by sequential programmed instruction frames

‘'which may contain more visible information, ands may requife additional, o

-

processing in a frame. - The student processes the module, answers a

‘question about it, and goes.on if cdrrect or reprocesses it if not. The’

frame could be shown briefly'and‘theq removed.

a

. . . . A R ) - )
lThere seem to be'several things wrong wWith single-pass proces-

sing strategies. For example, they reduce the scope of the inpit for top-

L . . N - o -t .

down processing, using the topography of the pa§e, and skipping about

+

across sentence and paragraph boundarieé to pick up clues to higher-level ,f .

structure., Clues to this structure must be accumulated word-by-word
and sentence-by-sentence, before it can be.predicted from prior~experieqcé»
with\similar material.' This could -limit the contributions of conceptdéily—‘

driven processing.
_ | . . ) . ;
Some kinds oﬁ\single—pass strategies may be effective for pro-

cessing some kinds of text. 1In concebtually'densé, technical material,

there can be many téchnital terms that are not explained in the text.;
. i . . : - AR

The student may have to search for explanations of these terms and-ré—' ot
write ‘the sentences, one by one, substituting ‘the explanations, befote

‘he can:compréheﬁd”the passage made-up of the sentences. This seems to

be a matter of translating the data into equivalent, analogical or meta-

phorical forms, that can be used by-coﬁceptqally—driven prbcessing; This o

is one way:of achieving understanding of conceptually dense text.
. i . o , . )

‘Multi-Pass Sfratgg;es.l Single-pass stratégies discussed above

.
.

are .based on the idea that-'all theninfo§matibn in the text can be ex-—

tracted on ohe,trip through. It ‘is the acquisitiod of ideas, rather
- . L : - AL S
than the acquisition of ‘words,that distinguishes: single-pas: from. = ' >
» — ',.f . B N - B . -

“multiple-pass\ strategies. The basis for multi-pass strategies is that
N\ . ~ L : .

Sa . j ‘1A | o | —38;f
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} , " several passes could'bemmore effective than a single—pass. Putting
text on pages and drdering pages in sequence allows the reader to

RN .

select apny part of the-text he pleases to process ne;tf\xﬂe can |,

< '+ cross over sentence, line, paragraph, and page boundaries any time he °
chooses . ~de can go back and reread a phrase or sentence he does not

)

understand or look ahead to get some idea of higher levels of organi—
zation, or skip over material he . already understands or that is not

" relevant to h}ﬁ goal He can selectively process “to satisfy some
A
non—semantic objective, ignoring the information in the text. How

should he use this power and flexibility of his text processor?

It seems to us that these strategies should utilize the
power of conceptually—driven processing in the top-down, bottom~up
. Y
’model. Heretofore, the imp]ications of conceptually—driven processing

) L in text comprehension seem-to have been overlooked. Yet, it is clear

. Vi : . ~roAN .
that 1t is of overwhelming importance. Most of the time, when we are

r .

reading, we are acquiring new information from data that consists of
utterly familiar patterns of letters in words, words in sentences, and '

sentences- in paragraphs. From whnnce-comes the new information?

It may be useful to" distinguish among the different kinds of

~

;_‘ multi pass strategies on_ the basis of how the text processot is used in"

each pass. Tentatively, We identify exhaustive eXtractive, and selec—

tive types.

e ’

Exhaustive Multi Pass Strategies. The exhaustive multi—pass
strategy concentrates on full comprehension onreach pass. We all have
. 0 -

had the experience of reading a passage, say a chapter in a textbook

a

for a second or thixd time and eagh time realizing that we are acquiring
) - more information. ThesexhaustiVe,multi—pass strategy probably is fairly
é. ': ] . '. St
: | -39~ | - \ o
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commoniy‘used by students. It is simple to apply Thé reader finds a

[

-

R quiet envirOnment, sits down with the text, and reads it through with

- as much concentration as possible, and then rEads it again wirh deep
~N . . « . . Y . . )

concentration, and so on. Management of intervals between readings is I ’
; : :

.

Pimportant._"How long.should;they'be? What should.go on in these interyals? N

. Evidence in the literature is equivdcal, altkough the reader probably
. 'should not read similar materialhduring the interval, and the inferval

¢

probablyfshould not be too long. The interval could be used‘for a review

of.what was read. This will revealpirregularities in recall. Recali is

-
-1

likely to be good for top—level structuge, not so good for details, at

1east for narrative information {(Thornd ke, 1977 Mandler & thnson, 1977)

« -

‘Review might uncover gaps in knowledge that otherwisé would not be remember-

'’ ed’fron the first'pass, but the review itself is likely to be selective.

o, B . -

Whether review is done or not done, the next reading is likely‘to be .
. . “ . ’ . N :

different than the first. It will be more selective and less compre—.

'hensivé, concéntrating on parts of . the téxt remembered to beydifficuit,

ski%ming;parts.renemhered'to be JE lﬁttie.importance, or a1readv hnonn;
. :fWth seems.to happen.as«a eonsequence of top—down, bottom:up'inter_ .‘
z:. actions during the preceding pass\is that confusion and some anxiety

will be generated over passages that were not. well understood These

s v PR

feelingsfhil} motivate the reader to_direct his text. processor to Eon—

centrate on these confusing passages the next time. There is a tendency,,
then, for the exhaustive multi—pass.strategy to_be conceptually—driven'”
toward the’ extractive multi—pass strategy on successive passes.

!

Extractive Multi—Pass Strategies.- For non- trival passages, .

.say a chapter in a textbook, one reading will not suffice to store all

. { N e
? the information in the ghapter in LTM, or to make all of it retrievable
_ R

=40~
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stand articles in these Journals could be: "?l ‘ o ~.

~
3

from LTM. If interactions between top-down and bottom-up processing

tend ' to make successive passes e&tractive, why not teach extractive

multi-pass strategies? The.studenk might be taught to loox for overall
structure, for terms he does not kno\, for, summarizing sentefices, for
style of exposition, for different ¥inds of processing-tasks, etc.

The assumption 3s that relatively quick, extractive passes might accumu-

“late contextual Information that would be extremely useful for- the top-
- down part of the text processo* to use in:guiding proceséiné. If the

{~context could be established early in LTM, could the acquisition of

'detailed information then proceed on an extractive basis? Multi-gass
extractive processing'seems to work well for reading the:journals.

.

-Studies in Cognitive Psychology, Memory and Cognition, or any other

’.cientific journal have a standard format dictated by the editorial

~

policy. One multi paos extractive processing strategy used to under—

-

1. Read the title and summary Do. these describe what the
experiment is about? 1If not read a few sentences of
‘the, introduction for additional clues.w
. ’ 7_‘,«» - :
2. Look for tables or figures that summarize results and
‘give ‘labels of main variables. Try “to get some idea o@y@f .

‘ ~ what happened. SN
3. Read the final, discuss1on or summary These. give more e
N clues to what the author thought he was doing '
AY

4. Read part or all of the. methods and procedures section
- to get some idea ‘of _ the~ episodic’ structure ‘of the °
experimental design. - e s
~ 5. 'Look for answers to unanswered questions or. passages that
- will reduce confusion. i
. . ,y o _ -
6.,‘Mentally review your understandin} of what was done
- found, and concluded ; .
. _ .. . - . . e
The Evelyn Wood readirg dynamics approach seems to be the

- -

leading example of an extractive multi—pass strategy. Successful graduates

Ea



of the EW classesafread" textsvat[a much faster rate than'they did
beforehtrainingu (ﬁe-use scare quotes here only because some night
object to the usevoffthe term "read" whe:. the reader does not actuaishy
see-everonord.in the text.'_For our part, we'feel that. this is reading
if the reader gets just as complete an understanding as would be the case
~ if every word had been read;) In addition they usuallyzseem to conpre—

hend or remember more of ohat they read, based on multiple-choice measures
of grasp-of content developed by the EW staff. This seems like an anoma-
lous result, since we in psychology ordinarily expect to find speed-
accuracy'trade—offs. Yet it is explicable we thlnk if we undersfand
some of the EW techniques in termsLof the schemata theory outlined above.
One of the most important rules that EW graduates are supposcd to follow,
particularly when they are read1ng technical materlal, is to preview

the material. The previewing is done in several passes. First, the

reader pages through the text looking at major.headings, picture captions,

and diagresms. During this process, he or she is to try to form hypotheses

‘about the majorgpoints mude"by,the text. vThen the reader makes a second
pass.thrOugh thékmaterial. this tiﬂe_a slower and more detailed one.
Using the hypotheses formed in the first pass,'the reader tries to form
‘a number of partiaffy independent hypotheses about the detailed points
made‘by fheftextl' On this pass, he or she tries to notice vocabulary

'items or concepts which are unfamiliar, with the 1ntention of seeking the -

" meaning of these-items during the actual reading of the text, If the

o

reader feels uncertain about the overall structure of the text or abdut
the‘purpose of some subsection of the text, a third pass or a parti

pass'is also performed.- Only when the major ideas are firmly fixed §

the mind of the reader does he or she finally "read" the text. As a

'” result\ofﬁtfaining in self—fOrced-pacing of'eye movements, this final -
ERIC "~ 0 e k2 e




reading is done quite quickly, but it is not our interest here to
deal with the nature of the speed training, but rather oﬁly the compre-
hension training. . ) - ‘

The effectiveness of the EW pfeviewing techniques can be .- —
. - - N - '
understood in terms of the ‘theory cf form-and content~schemata discussed

kS

above. The first pass can be thought of as an attempt to activate an
' ' )

appropriate high-~level textual schema, or, rather, a‘number of high-level

o

schemdta of both tvpes (form and content). If the reader was not aware

of the top-level form—schema appropriare to the text (i.e., whether the

T
text was primé:ily a narrative, a.pfescription, a representation, or an
explanation), this pass sh0u1d;activate the appropriate schema. In -

addition, some topflevel_contént;schema should be activated by the first

pass—~the reader should experience an activation"of his Psychology-

’ExpérimentbReport¥Schema when he looks thfough a short text and dis~

covers headings like "Methodology," "Results," "Discussion," and recog-

‘nizable psychological terms in the title and figure captions. (This

example is true, of course, only in the case of those readers who are

familar with articles on experimental psychology). In those éésesﬂin

. which knowledge.of the topié matter can be extremely specialized, an-

even more detailed and.explicit‘tdp—level content-schema can be activated.

on the first pass. Thus,'some;psychologiéts might.previgw a certain

article and experience an activation of a "Sperling-Paradigm-Artiéle-~
Schema,' rather thah the more general "Psychdlbgy—Exﬁérimeﬁt—Report—V
Schema," The important notion provided by the schema-theory approach -

to xeading is that previewing can activate schemata which might_have bene-

€

ficial qonceptually—dri&en processing effeéts in reading.

The second pass, which is guided; to some extent, by the schema

=43~
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- known. Z2eading is,then more a process of filling in the gaps in an

activated by the first pass, should result in the activation of some

more explicit, lower-level content-schemata. Some of these schemata

will ‘be lexical-level content-schemata, activated by the presence of

particular words in the bits of text read by,the'previewer. The reader

naturally tries to fit these activated schemata into the structure pro-

»

vided by the top—lebeifschema. '

During these passes through the text, the reader is building

up a conceptual representation ofgthe'entire textﬂin a sort of outline

form. When the actual reading of the text begins, he or she does not

need to see every word, because most of what the “text says is already

R

._established&knowledge structure, rather than a process of creating an

entire,knowledge structure from scratch, essentially.in a bottom-up,-
data~driven manner.

Why is it, then, that students of the EW method of reading

© appear to be capable of process1ng ‘more 1nformat10n per unit time7 We

would prefer not to believe that'EW_graduaLes have significantly larger
STM buffers or significantly faster-read-in and read-out of STM. What

other options are there? Perhaps the natureof what is stored in STM.

is different. Specifically, perhaps the.EW graduate.processes the text

in'significantly larger chunks. Because the EW grad has deliberately

T

. rought about the activation of a iarge number of top—leuel and mid-level

N N r n . t . .
schemata, the text can be understood in terms of these complex, integra-

tive concepts as it is being read. Whenl his works, it is not necessary
for the reader to first store in memory each of the low—ievel, lexically-

bound concepts in STM in sequence, and only ‘then to figure out what the

'unifying, integrative concept is that captures all of these._ Instead

the hlgher-level concept schema is already activated ‘and the lexical-

e S



_part of the total information in the text is needed

.and specific objective w1th respect to selecting information fromlthe

level units need only be superficially checked to ensure that they fill

their expected roles in the integrative schema.

: Selective Multi-Pass Stragegies. Obviously, the type'of

 multi-pass strategy that is most effective will be strongly influenced

by the objectives of the reader and by the type of text to be processed.
. B ?

No:one'ever needs to learn absolutely'everything in a passage of text,

from physical topography to deepest deep structure. Less exhaustive

objectives ar the rule. It is essential that the ebjectives be clearly:

specigied sinck they will determine the processing‘strategies that could

<

be useful.
In all text‘processing strategies'discussed so far, the top
leyel goal wasbassumedvté be achievenent of some‘reasonable level of
comprehension of all the text. Of c0urse, these strategies\could be‘
applied to a page, a chapter, a book. .The segment of text has to be

defined.

A more limited objective,is very conmon,'and is partiCularly'

.

important in relation to job performancc requirements. The reader's

'

needs for information from processing a text are established by a re-

quirement. to perform some task or function. He must find information

'in the text that will help him meet tis requirement, and he’'wishes to
,learn only'that information. He must be able tofidEﬁtify information

he does not want to learn as well as information he needs. In such cases, N

it is particularly important that the learner not adopt'an exhaustive

reading strategy, since this is extremely inefficient when only a small

- . . .
e

@

One. strategy which may . work well when the reader has a limited
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text 1s for the reader to begin, not by_reading soﬁe portion bf the h
text, but Ey thinking‘aee‘ply. about his objeét'ive before using the text. | ‘ G
'ﬁy'thinking abouf the >bjeztive and relating:iﬁ4tc what he alrgady knon,
the reader activéteé = numoer of content~schemata which shoul& be rele-
vant to his objéctive. These activationS'méy.include the a;tivationlof
some specif#c.lexical itens for which the cdnfent—sphemapa are incomplete.
vathis is so, these lexical;items'can serve to ini;iate the fiégt use of.
thé iﬁdex or t5£1e of.contents of £he texﬁ, if the text is provided-wigh
. these seif—directionalfaidé.' Eveﬁ if the téxt is not so provided, the

.reader can begin his proéessing of the text by skimming, searching for
instances of these poorly understood terms or Semantica11y~re1ated terms

in the text. Hopefully, anirea“of the text rich in such terms might

contain- the solution to his problem.

3.

.;Thisvgype offmglpi—pasé strategy is heavily.conéernéd with | - dl
locating appropriéte informa;ion; By its qontinual use;'the feader = |
would be expected to learﬁ.schematavrelatié? to text—séarching stﬁ?te—
giés;‘ In the‘prgfessions, the volumé of the 1itér;£ufe_ofﬁen forces
the uée pf Fhis seleﬁtive'stgatégy; wifh_the-consgduence.that profés-
ASionals’;re_likely t; have a.gébd s£ore of knowledge about wheré infor-
mation aboyt foﬁics is located in ;ciqntifié jbp}naié aﬁd pooks; and
about who did the studies. -' o - V. ' o T A
Since the selective multi-péss sﬁra;eg; is'a'valuablc tool inm
job environments iﬁ which the reéder must direct his-owﬁ text-processing -
-to.aéhieve learning‘objectives‘thét.wili ailow him to aééomglish specifi; -
’ perfo;ﬁanée requirsménts, thig stﬁafegy_is thg shbject of a mo;e.i?tensive‘. .
treatmeng eisewhére, S ' | o o _3: a

!
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